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[bookmark: _Toc370279735]General
[bookmark: _Toc370279736]Scope of the document
The LFR is one of the 3 analyzers of the RPW consortium which is a part of the Solar Orbiter instrument suite. The other ones are TNR-HFR and TDS.
This report presents the LFR design. This report is based on the EM design which is the last step before the QM/FM design steps. Many things have been tested on the EM and will be implemented on subsequent models. Thus the present design report is based on the results we obtained during the Engineering Model evaluation.
The flight design is based on an Actel RTAX4000D non reprogrammable FPGA. The Development Model board and the EM boards have reprogrammable Actel ProASIC3E FPGAs (A3PE3000). VHDL developments are of crucial importance in the design.
In order to ease the review process, the present design report has a structure very similar to the LFR specification. Some sections have been intentionally left blank to keep the section numbering as close to the specification as possible.
Assumptions and text in italic shall be considered as not treated.
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[bookmark: _Toc306883170][bookmark: _Toc370279738]Terms, definitions and abbreviated terms
	Abbreviation
	Mean

	BP
	Basic Parameters

	AMBA
	Advanced Microcontroller Bus Architecture

	ASM
	Averaged Spectral Matrix

	DAS
	DPU Application Software

	DBS
	DPU Boot Software

	DMS
	Data Management System

	CEB
	Central Electronic Box

	CCSDS
	Consultative Committee for Space Data Systems

	CTR
	Central Time Reference

	DM
	Development Model

	DPU
	Digital Processing Unit

	DRD
	Document Requirements Definition

	ECSS
	European Cooperation on Space Standardization

	EDAC
	Error Detection And Correction

	EEPROM
	Electrically Erasable Programmable  Read-Only Memory

	EID
	Experiment Interface Document

	EM
	Engineering Model

	FFT
	Fast Fourier Transform

	FM
	Flight Model

	FSW	
	Flight Software

	ICD
	Interface Control Document

	LSB
	Low Significant Bit

	MSB
	Most Signification Bit

	QM
	Qualification Model

	RMAP
	Remote Memory Access Protocol

	RPW
	Radio and Plasma Waves

	SCET
	SpaceCraft Elapsed Time

	SCM
	SearchCoil Magnetometer

	SGSE
	Software Ground Support Equipments

	SM
	Spectral Matrix

	SoC
	System on Chip

	SRS
	Software Requirements Specification

	SSS
	System Software Specification

	TDS
	Time Domain Sampler

	TNR-HFR
	Thermal Noise Receiver High Frequency Receiver
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[bookmark: _Toc370279740]Equipment overview
This section has been left blank intentionally.
[bookmark: _Toc370279741]Scientific overview and performances
This section has been left blank intentionally.
[bookmark: _Toc370279742]Instrument description
[bookmark: _Toc370279743]Functional description
This section has been left blank intentionally.
[bookmark: _Toc370279744]Hardware description
Before manufacturing the flight model, we will manufacture a Qualification Model, identical to the flight one. A block diagram of the last version of the LFR board design is shown on Figure 1.
[image: E:\MISSIONS\SOLO\DOCS\LFR QM interconnection block diagram.png]
[bookmark: _Ref314725866]Figure 1 LFR Development Model block diagram.
REQ-RPW-LFR-2317 LFR has 11 analog inputs, an appropriate rooting circuitry and anti-aliasing filtering abilities to be able to process 5 signals coming from the BIAS Unit, 3 signals coming from the SCM instrument and 3 signals coming from the HF preamplifier in the range from near-DC to 10 kHz.
REQ-RPW-LFR-2300 a dedicated area of 70 mm x 115 mm will be reserved for the SCM heating circuitry on the LFR PCB. The Heater circuitry will be designed by the LPC2E team and instantiated as is on the LFR board without modification.
REQ-RPW-LFR-2316 the LFR and the SCM heater control circuitry share the same PCB but are electrically independent.
[image: E:\MISSIONS\SOLO\IMAGES\EM2\DSC_1528.JPG]
[bookmark: _Ref314750569]Figure 2 LFR Engineering Model in its frame
[bookmark: _Toc370279745]Software description
FPGA design

[image: E:\MISSIONS\SOLO\IMAGES\EM2\2013-06-06 11.02.19.jpg]
Figure 3 The ACTEL A3PE3000 FPGA is used on the EM, the mapping between the BGA and the CQFP 352 footprints is done using the dedicated PCB designed at LPP. This makes the footprint on the board ready for the flight design.

The LFR design is based on an Actel RTAX FPGA. The VHDL code will be based on LPP made modules and on Aeroflex/Gaisler IP cores (Leon3, SpaceWire, memory controller). The different modules implemented in the VHDL design are presented on Figure 4. Modules represented in orange are Aeroflex/Gaisler modules. All other modules will be coded by LPP. All modules communicate using an AMBA bus. Modules can be configured via the APB peripheral bus.
A few modules are working as co-processors for the Leon3 processor: FFT accelerator, Spectral Matrices Accelerator, Reconfigurable Anti-aliasing Filter, Reconfigurable CIC Filters for down-sampling.
The spectral matrices will be averaged by the Leon3 processor. The Leon3 will compute the basic parameters using its floating point unit; it will also handle all the telecommands and the time keeping.
The Leon3 code will be uploaded via the RMAP protocol from the GSE system or from the DPU in flight configuration.
[image: E:\MISSIONS\SOLO\DOCS\LFR QM VHDL block diagram.png]
[bookmark: _Ref317598041]Figure 4 Architecture of the LFR FPGA
Leon3 Software
The LFR will implement its own embedded software thanks to the Leon3-FT processor that will be instantiated in the RTAX FPGA, jointly with a DSU (Debug Supply Unit) and the RMAP firmware. No ROM will be wired on the LFR PCB as the plan in operation is to upload in the LFR FSW from the DPU.
REQ-RPW-LFR-2301 the LFR implements its own flight software. It runs on the Leon3 processor provided by Aeroflex/Gaisler.
REQ-RPW-LFR-2302 the LFR flight software is still in development. It is strongly dependent on the development of the VHDL design. Several functionalities are implemented on the EM board:
· TC reception and processing (acceptance stage)
· TM generation (housekeeping)
· waveform generation (continuous or snapshots)
All other functionalities will be implemented on the QM.
REQ-RPW-LFR-2303 the flight software is replaceable from the DPU thanks to the RMAP protocol that has been implemented. The destination key used by LFR is 2.
REQ-RPW-LFR-2304 among Aeroflex/Gaisler IPs, the LFR implemented at least the Leon3FT processor and its DSU (Debug Support Unit) and the SpaceWire IP with the RMAP protocol ability.
REQ-RPW-LFR-2318 the reset triggered by software strategy has to be refined and further discussed with all the participants. The System Software Specification says that each analyzer has to be able to inform the DPU of the cause of an unexpected reset: watchdog, CPU error, TC, Power On... This could be at least very uneasy and maybe dangerous. Thus, several questions have been raised during the EM board acceptance at LESIA in July 2013:
· Is this reset cause HK mandatory?
· Is the TC_LFR_RESET TC still needed?
· If yes, what shall the LFR do upon the reception of TC_LFR_RESET?
· Is a watchdog internal to the FPGA, based on a timer, acceptable or do we have to implement an onboard circuitry to handle the watchdog? 
REQ-RPW-LFR-2319 this requirement is related to the previous one. The design has to be refined to decide the way the reset on TC ability shall be implemented.
REQ-RPW-LFR-2320 one timer of the GPTIMER VHDL IP as provided by Aeroflex / Gaisler will be used for the software reset of the board.
[bookmark: _Toc370279746]BIAS Unit configurations
5 analog switches, in red on the figure below implements the routing strategy of the analog signals. In the case of a BIAS Unit failure, several switches are implemented on the LFR board to route properly the “raw” HF potentials delivered by the HF PREAMPs to the LFR ADCs instead of BIAS Unit signals. These switches are steered by the FPGA. The configurations are applied upon reception of the appropriate command from the DPU. The value of the BW parameter determines the signals that are routed towards the LFR ADCs, as presented on Figure 5.
REQ-RPW-LFR-2305 the fact that the signals V12_AC, V23_AC and V13_AC delivered by the BIAS Unit are filtered below 50 Hz has not been checked with the BIAS Unit team.
REQ-RPW-LFR-2306 the fact that the signals VHF_1, VHF_2 and VHF_3 delivered by the HF PREAMPs are filtered below 100 Hz has not been checked with the HF PREAMPs team.
REQ-RPW-LFR-2307 in the BIAS_FAILS configuration, LFR is able to route the signals coming from the HF PREAMPs towards the ADC thanks to analog switches. The part selection process of these switches has been interrupted due to some problems encountered during the qualification process of DG419 parts on another mission. This reference is not considered anymore and the LPP team is now considering the use of HS9-303RH parts for the routing circuitry. The point is that the analog supply is +5V/-5V on the LFR board. Further investigations have been launched by the LPP team.

[image: ]
[bookmark: _Ref314725634]Figure 5 Routing strategy of the LFR. Analog signals routing depends on the BW parameter. The shaping of the data depends on the shaping parameters, SP0 and SP1.

5 dedicated inputs implement the strategy for the routing of the analog signals coming from the BIAS Unit and from the HF PREAMPS. The structure of these inputs can be seen on Figure 6. On the right, the BIAS_1 signal + return and the ANT1 (VHF_1) signal + return. By default, the BIAS Unit signals are routed to the first stage of the anti-aliasing analog filter. If the switch is steered, then the ANT1 (VHF_1) signal is routed to the analog filter. The same structure is used for BIAS_2, BIAS_3, VHF_2 and VHF_3. In the case of BIAS_4 and BIAS_5, if the switch is commanded, the input of the analog filter is tied to ground.

[image: ]
[bookmark: _Ref314815158]Figure 6 Input buffers for the BIAS_1, BIAS_2, BIAS_3, VHF_1, VHF_2 and VHF_3 signals
[image: ]
Figure 7 Input buffers for the BIAS_4 and BIAS_5 signals. When the switch is commanded, the analog input is tied to ground.
[bookmark: _Toc370279747]Data shaping and sampling strategy
8 ADCs are implemented on the LFR board, as presented on Figure 1, they will be driven at 98 304 Hz. A downsampling filter is implemented in the FPGA to get primary data streams at 24576 Hz.
REQ-RPW-LFR-2308 LFR samples 8 analog signals at 98304 Hz on 14 bits. The data at 24576 Hz are computed by a dedicated VHDL anti-aliasing filter. After the filter, the data are 16 bits data.
REQ-RPW-LFR-2309 inside the LFR FPGA, after the digital anti-aliasing filter, data are shaped thanks to the parameters SP0 and SP1 which values are set by TC. LFR has not the ability to set the parameters autonomously.
To address all the requirements on the downsampling strategy, LPP will implement adequate VHDL modules. Two parameters, R0 and R1 will be used to apply the routing policy set by a DPU telecommand.
[image: ]
Figure 8 LFR downsampling and routing strategies

REQ-RPW-LFR-2310 the 3 signals coming from the SCM instrument, sampled at f0 = 24576 Hz are downsampled with anti-aliasing filtering performed by dedicated VHDL cores to build secondary data streams at 
· f1 = 4096 Hz
· f2 = 256 Hz
· f3 = 16 Hz
REQ-RPW-LFR-2311 5 electric field related signals are downsampled from f0 = 24576 Hz down to f1 = 4096 Hz with additional anti-aliasing filtering.
REQ-RPW-LFR-2312 3 electric field related signals are downsampled from f1 = 4096 Hz down to f2 = 256 Hz and f3 = 16 Hz with additional anti-aliasing filtering.
REQ-RPW-LFR-2313 The parameter R0, set by TC, allows the LFR to select either s2_f0/s3_f0 or s4_f0/s5_f0 for further processing of the data sampled at f0 = 25476 Hz.
REQ-RPW-LFR-2314 The parameter R1, set by TC, allows the LFR to select either s2_f1/s3_f1 or s4_f1/s5_f1 for further processing of the data sampled at f1 = 4076 Hz.
REQ-RPW-LFR-2315 default values for R0 and R1 are 
· R0 = ‘1’
· R1 = ‘1’
The values are changed by TC and not autonomously by the LFR.
[bookmark: _Toc370279748]Processing
The data flow inside the LFR FPGA is presented on Figure 9. After the Anti-aliasing downsampling filter, the data shaping stage build the data streams that are transmitted to the downsampling stage. After this stage, there are two parallel data flows: the waveform picker one is responsible for the waveform snapshots and continuous data storage in memory via DMA accesses, the spectral matrix one is responsible for the computation of FFT on the data and of the calculation of the spectral matrices using the FFTs. After the computation, spectral matrices are stored in memory using DMA accesses.
All subsequent data processing is performed by the Leon3.
[image: E:\MISSIONS\SOLO\DOCS\PROJECT\CDR\LFR VHD architecture.png]
[bookmark: _Ref366842194]Figure 9 Data flow inside the LFR FPGA
[bookmark: _Toc370279749]Data at f0 = 24576 Hz, f1 = 4096 Hz and f2 = 256 Hz
REQ-RPW-LFR-2400 at a given sampling frequency (f0, f1, f2 or f3), LFR is able to deliver several types of products, among WaveForms (WF), Averaged Spectral Matrices (ASM) and Basic Parameters.
[bookmark: _Toc370279750]WaveForm records (WF)
REQ-RPW-LFR-2401 at f0, f1 and f2, LFR is able to generate waveforms in continuous or snapshot formats depending on the descriptions of the LFR modes presented in [AD1].
REQ-RPW-LFR-2402 in snapshot mode, the intervals of acquisition are centered by design. This has not been tested precisely yet as the timing considerations are not mandatory for the EM delivery.
[bookmark: _Toc370279751]Averaged Spectral Matrices (ASM)
REQ-RPW-LFR-2403 LFR computes continuously FFTs with a resolution of 256 Hz, without overlap or spacing, on the component E1, E2, B1, B2 and B3 of the data streams at f0, f1 and f2. FFTs are computed using a VHDL Actel IP. 16 bits data are entering the module and 16 bits data are delivered by the module.
REQ-RPW-LFR-2404 a window [TBD] will be applied on the data before the FFT computations.
REQ-RPW-LFR-2405 LFR computes Spectral Matrices using the FFTs performed on the components E1, E2, B1, B2 and B3 coming from data streams at f0, f1 and f2. Fixed point arithmetic is used for this computation, 16 bits data enter the accelerator and 32 bits data are delivered by the module.
REQ-RPW-LFR-2406 the spectral matrices computed in the dedicated VHDL module are written in RAM thanks to the DMA ability of the “Spectral Matrices accelerator”.  The Leon3 is performing the averaging using its floating point unit. The format used for the data is IEEE-754 32-bit floating point format (1 sign bit, 8 bits of exponent and 23 bits of fraction).
REQ-RPW-LFR-2407 Averaged Spectral Matrices transmission will be implemented.
REQ-RPW-LFR-2408 Averaged Spectral Matrices compression will be implemented.
[bookmark: _Toc370279752]Basic Parameters
REQ-RPW-LFR-2409 Basic Parameters computation will be done by the Leon3 thanks to its floating point unit.
REQ-RPW-LFR-2410 ASM transmission.
REQ-RPW-LFR-2411 power spectrum density of the magnetic field.
REQ-RPW-LFR-2412 power spectrum density of the electric filed.
REQ-RPW-LFR-2413 normal wave vector.
REQ-RPW-LFR-2414 ellipticity.
REQ-RPW-LFR-2415 degree of polarization.
REQ-RPW-LFR-2416 z-component of the normalized Poynting flux.
REQ-RPW-LFR-2417 phase velocity estimator.
REQ-RPW-LFR-2418 autocorrelation and normalized crosscorrelation.
REQ-RPW-LFR-2419 Basic Parameters compression.
[bookmark: _Toc370279753]Default processing scenario
The default processing scenario will be implemented on the LFR QM/FM. Other alternative scenario may be implemented later but are not the priority for the next development.
REQ-RPW-LFR-2420 ASM/BP calculation strategy.
[bookmark: _Toc370279754]Alternative processing scenario
This section has been left blank intentionally.
[bookmark: _Toc370279755]16 Hz data
REQ-RPW-LFR-2421 LFR transmits continuously all waveforms at 16 Hz when in SCIENCE mode (NORMAL, BURST, SBM1, and SBM2).
[bookmark: _Toc370279756]VHDL modules footprints
	
	4000
	4000 DSP
	A3PE3000

	Register (R-cells)
Combinatorial (C-cells)
Versatiles (R-, C-cells)
	20 160
40 320
	18 480
36 960
	

75264

	Total cells
	60 480
	55 440
	75 264

	Core RAM blocks
	120
	120
	112

	DSP Mathblocks
	
	120
	


The main reason for the choice of the RTAX4000 instead of the RTAX2000 is the quantity of memory blocks available. The DSP option has been preferred because one hardwired multiplier = 1% of the RTAX4000 (2% of the RTAX 2000). Data processing requires an intensive use of them, and then the DSP version of the AX components has been considered for LFR.
Tableau 1 area consumption of the VHDL design in the A3PE3000 Actel FPGA
	Configuration
	Cells
	%
	RAM

	Base ( 4 + 4 Kbyte cache)
	31 562
	42 %
	38

	Base + Waveform Picker
	39 966
	53 %
	40

	Base + Waveform Picker + Filter
	42 289
	56 %
	41

	Waveform Picker
	8 404
	11 %
	2

	Input anti-aliasing filter
	2 323
	3 %
	1


Tableau 2 approximate area consumption of the GRLIB IP cores
	GRLIB IP Core
	Cells
	RAM64
	

	AHBCTRL
	350
	
	

	AHBUART
	800
	
	

	APBCTRL
	200
	
	AHB/APB bridge

	APBUART
	300
	
	

	GPTIMER
	400
	
	Timer unit

	GRFPU-Lite
	7 000
	4
	

	GRSPW + RMAP + 2P
	4 700
	4
	

	IRQMP
	350
	
	Interrupt controller

	MCTRL
	1 000
	
	

	LEON3, 8 + 8 Kbyte cache + DSU3
	7 500
	40
	

	TOTAL
	22 600
	48
	


[bookmark: _Toc370279757]Equipment requirements
[bookmark: _Toc370279758]Functional requirements
This section has been left blank intentionally.
[bookmark: _Toc370279759]Performance requirements
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[bookmark: _Toc370279760]Operational requirements
[bookmark: _Toc370279761]Functioning modes
LFR specification is the baseline for the development. The QM will be able to operate all the modes defined in the specification.
REQ-RPW-LFR-3300 after power on, LFR is waiting in the POWER-ON mode the loading of its flight software, operated remotely by the DPU via the RMAP protocol. After the loading and the boot, LFR is put in STANDBY mode, delivering only HK packets and waiting for TCs. When not in STANDY mode, LFR is in SCIENCE mode.
REQ-RPW-LFR-3301 in STANDBY mode LFR does not perform scientific measurements.
REQ-RPW-LFR-3302 in SCIENCE mode, LFR is put in the following sub-modes: NORMAL, BURST, SBM1 or SBM2. The modes are steered by TC.
[bookmark: _Toc370279762]SCIENCE_NORMAL Mode
REQ-RPW-LFR-3303 the EM only delivers waveforms products when in NORMAL mode. The products are compliant with the specification and consist in snapshots of 2048 points of waveforms at f0, f1 and f2 and continuous waveform at f3. 
Each snapshot is divided into 7 packets before the transmission to the DPU. One snapshot contains 2048 samples (SY_LFR_N_SWF_L default value is 2048, this is not modifiable on the EM) of waveforms V, E1, E2, B1, B2 and B3, coded on 16 bits. Snapshots are transmitted by the LFR using dedicated TM packets which are compliant to the LFR Software ICD [DA3]. For each snapshot set, 21 packets are sent, 7 by data streams at f0, f1 and f2. 6 packets contain 340 samples and the last packet contains 8 samples. Snapshots time intervals are centered together by design.
Continuous waveforms are also sent by the EM. The system waits for 2048 samples before sending it via the SpaceWire link in 7 packets. One has to wait 128 seconds after the triggering of the mode to get the first continuous waveform data packet (2048 samples @ 16 Hz).
SY_LFR_N_SWF_P shall be above 8 seconds to let the system store 2048 samples of data at 256 Hz before working on the subsequent snapshot.

	Packets
	Period

	TM_LFR_SCIENCE_NORMAL_SWF_F0
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_SWF_F1
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_SWF_F2
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_CWF_F3
	7 packets each 128 seconds
2048 samples @ 16 Hz => 128 s


In addition to the waveform products, Spectral Matrices and Basic Parameters will be sent periodically as described in the LFR specification.
[bookmark: _Toc370279763]SCIENCE_BURST Mode
REQ-RPW-LFR-3304 the EM only delivers waveforms products when in BURST mode. The products are compliant with the specification and consist in continuous waveform at f2 = 256 Hz. 
Each snapshot is divided into 7 packets before the transmission to the DPU. One snapshot contains 2048 samples of waveforms V, E1, E2, B1, B2 and B3, coded on 16 bits. Snapshots are transmitted by the LFR using dedicated TM packets which are compliant to the LFR Software ICD [DA3].
The system waits for 2048 samples before sending the bunch of samples via the SpaceWire link in 7 subsequent packets. One has to wait 8 seconds after the triggering of the mode to get the first continuous waveform data packet (2048 samples  @ 256 Hz).
	Packets
	Period

	TM_LFR_SCIENCE_BURST_CWF_F2
	7 packets each 8 seconds
2048 samples @ 256 Hz => 128 s


In addition to the waveform products, Spectral Matrices and Basic Parameters will be sent periodically as described in the LFR specification.
[bookmark: _Toc370279764]SCIENCE_SBM1 Mode
REQ-RPW-LFR-3305 in addition to the waveform packets sent in NORMAL mode, in SBM1 mode, the LFR EM sends continuous waveforms at f1 = 4096 Hz.
Each snapshot is divided into 7 packets before the transmission to the DPU. One snapshot contains 2048 samples of waveforms V, E1, E2, B1, B2 and B3, coded on 16 bits. Snapshots are transmitted by the LFR using dedicated TM packets which are compliant to the LFR Software ICD [DA3].
For the continuous waveforms, the system waits for 2048 samples before sending the bunch of samples via the SpaceWire link in 7 subsequent packets. One has to wait 0.5 seconds after the triggering of the mode to get the first continuous waveform data packet of samples at f1 (2048 samples @ 4096 Hz).
	Packets
	Period

	TM_LFR_SCIENCE_NORMAL_SWF_F0
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_SWF_F1
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_SWF_F2
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_CWF_F3
	7 packets each 128 seconds
2048 samples @ 16 Hz => 128 s

	TM_LFR_SCIENCE_SBM1_CWF_F1
	7 packets each 0.5 second
2048 samples @ 4096 Hz => 0.5 s


In addition to the waveform products, Spectral Matrices and Basic Parameters will be sent periodically as described in the LFR specification.
[bookmark: _Toc370279765]SCIENCE_SBM2 Mode
REQ-RPW-LFR-3306 in addition to the waveform packets sent in NORMAL mode, in SBM2 mode, the LFR EM sends continuous waveforms at f2 = 256 Hz.
Each snapshot is divided into 7 packets before the transmission to the DPU. One snapshot contains 2048 samples of waveforms V, E1, E2, B1, B2 and B3, coded on 16 bits. Snapshots are transmitted by the LFR using dedicated TM packets which are compliant to the LFR Software ICD [DA3].
For the continuous waveforms, the system waits for 2048 samples before sending the bunch of samples via the SpaceWire link in 7 subsequent packets. One has to wait 8 seconds after the triggering of the mode to get the first continuous waveform data packet of samples at f2 (2048 samples @ 256 Hz).
	Packets
	Period

	TM_LFR_SCIENCE_NORMAL_SWF_F0
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_SWF_F1
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_SWF_F2
	7 packets each SY_LFR_N_SWF_P seconds

	TM_LFR_SCIENCE_NORMAL_CWF_F3
	7 packets each 128 seconds
2048 samples @ 16 Hz => 128 s

	TM_LFR_SCIENCE_SBM1_CWF_F2
	7 packets each 8 second
2048 samples @ 4096 Hz => 8 s


In addition to the waveform products, Spectral Matrices and Basic Parameters will be sent periodically as described in the LFR specification.
[bookmark: _Toc370279766]Coordination with other instruments
REQ-RPW-LFR-3307 the time synchronization will be performed in compliance with the MEB specification and with the System Software Specification. When a TC_LFR_UPDATE_TIME TC is received, the time contained in the packet is stored in the dedicated register of a VHDL core. When the next SpaceWire timecode arrives, the local time is automatically updated and the fine time counter is reset. If no packet is received, then the local time is increased autonomously each second based on the fine time counter or upon reception of periodical SpaceWire timecode.
[bookmark: _Toc370279767]Data handling requirements
[bookmark: _Toc370279768]Telecommands
REQ-RPW-LFR-3400 all TCs presented in the LFR Software ICD are handled by the LFR flight software. Upon reception, the TCs are parsed and checked before execution. If the TC is not implemented, the appropriate TM_LFR_TC_EXE_NOT_EXECUTABLE packet is sent and the housekeeping packets are updated as a consequence.
	LFR TCs
	Status

	TC_LFR_RESET
	To be removed?

	TC_LFR_LOAD_COMMON_PAR
	Implemented

	TC_LFR_LOAD_NORMAL_PAR
	Implemented

	TC_LFR_LOAD_BURST_PAR
	Implemented

	TC_LFR_LOAD_SBM1_PAR
	Implemented

	TC_LFR_LOAD_SBM2_PAR
	Implemented

	TC_LFR_DUMP_PAR
	Implemented

	TC_LFR_ENTER_MODE
	Implemented

	TC_LFR_UPDATE_INFO
	Not Implemented on the EM

	TC_LFR_ENABLE_CALIBRATION
	Not Implemented on the EM

	TC_LFR_DISABLE_CALIBRATION
	Not Implemented on the EM

	TC_LFR_UPDATE_TIME
	Not Implemented on the EM


[bookmark: _Toc370279769]Telemetry
REQ-RPW-LFR-3401 the LFR EM is able to produce the data packets that are presented in the following table. All other packets will be delivered by the QM/FM boards.
	LFR EM TMs
	Note

	TM_LFR_TC_EXE_SUCCESS
TM_LFR_TC_EXE_INCONSISTENT
TM_LFR_TC_EXE_NOT_EXECUTABLE
TM_LFR_TC_EXE_NOT_IMPLEMENTED
TM_LFR_TC_EXE_ERROR
TM_LFR_TC_EXE_CORRUPTED
	TC handling

	TM_LFR_HK
TM_LFR_PARAMETERS_DUMP
	Housekeeping and parameters dumping

	TM_LFR_SCIENCE_NORMAL_SWF_F0
TM_LFR_SCIENCE_NORMAL_SWF_F1
TM_LFR_SCIENCE_NORMAL_SWF_F2
TM_LFR_SCIENCE_NORMAL_CWF_F3
TM_LFR_SCIENCE_BURST_CWF_F2
TM_LFR_SCIENCE_SBM1_CWF_F1
TM_LFR_SCIENCE_SBM2_CWF_F2
	Waveform data


[bookmark: _Toc370279770]Monitoring and Housekeeping
REQ-RPW-LFR-3402 at the end of the boot of the flight software, LFR sends its housekeeping packets periodically, with a period of 1 second.
REQ-RPW-LFR-3404 (this requirement has been moved from 3.4.4) the LFR processed the status/HK packets distributed by the DPU at regular time intervals.
REQ-RPW-LFR-3405 (this requirement has been moved from 3.4.4) the BIAS Unit outputs configuration is not reflected systematically in the TM packets.
REQ-RPW-LFR-3406 (this requirement has been moved from 3.4.4) LFR does not adapt autonomously its configuration in accordance with the working mode of the BIAS Unit (outputs configuration) appearing into the shared status/HK packets. The LFR configuration is only changed upon the reception of a TC_LFR_LOAD_COMMON_PAR packet.
[bookmark: _Toc370279771]Time Distribution
REQ-RPW-LFR-3403 the telemetry data of the LFR are time tagged and synchronization will be tested, at LFR level and at RPW level.
[bookmark: _Toc370279772]General interfaces requirements
[bookmark: _Toc370279773]Instrument identification and labeling
[image: E:\MISSIONS\SOLO\IMAGES\EM2\DSC_1540.JPG]
Figure 10 The LFR label is on the TOP copper layer of the PCB

REQ-RPW-LFR-4100 The LFR boards are identified by a label with the LFR identification code and the instrument model.
REQ-RPW-LFR-4101 The three letters “RPW” will be in the LFR label. The LFR letters also and the 2 letters for the model identification also.
REQ-RPW-LFR-4102 Each connector is identified on the mechanical frame. The frames are designed and provided by LESIA and connector names are engraved below the connectors (J700-P, J701-P, J702-P, J703-P, and J704-P). 
[bookmark: _Toc370279774]Design requirements
[bookmark: _Toc370279775]Lifetime and Maintainability
REQ-RPW-LFR-4200 no limited life items are used on the LFR.
[bookmark: _Toc370279776]Fault Tolerance
REQ-RPW-LFR-4201 All the parts selected have been proposed to the CPPA, and validated by CNES and ESA before any procurement. In that case all the parts used are compliant with the quality levels applicable on the project. In case a part don’t fulfill the quality levels requirements, extra testing is done to upscreen the part.
REQ-RPW-LFR-4202 the Parts Stress Analyses will be performed on the FM design and provided at the CDR.
REQ-RPW-LFR-4208 The Aeroflex UT8ER1M32M memory has been selected for the FM RAM. This is a CMOS static RAM multichip module with integrated EDAC abilities. The Master version has been selected. To reduce the bit error rates, the SRAM device employs an embedded EDAC (error detection and correction) with user programmable auto scrubbing options. The SRAM device can automatically correct single bit word errors in event of an upset. During a read operation, if a multiple bit error occurs in a word, the SRAMs assert the MBE output to notify the host. The master SCRUB_bar pin asserts low when a scrub cycle initiates. 
The memory controller used by the Leon3 SoC will be slightly modified to allow the scrubbing to be performed without endangering the overall behavior of the VHDL design.
[bookmark: _Toc370279777]Safety Concept
The safety concept guidelines have not been carefully followed to build the DM, they will for the subsequent models.
REQ-RPW-LFR-4203 It has been highlighted through the LFR FMEA that there is no safety issues (severity level 1S or 2S) with the LFR board. Major critical points are covered by qualifications or redundancy philosophy at MEB level.
REQ-RPW-LFR-4204 no SAFE mode is implemented in the LFR. In case of a failure, LFR is able to go in STANDBY mode. No other mean to switch off LFR is planned. The behavior of the LFR upon the reception of a TC_LFR_RESET telecommand shall be further discussed with the MEB team and the other analyzers team to get a general agreement on what is expected.  
[bookmark: _Toc370279778]Radiation Tolerances
REQ-RPW-LFR-4205 All selected parts for the LFR board will survive with a margin of 2 to the levels provided by sectorial analysis (10krad maximum for TID, 4.6 1010p/cm² for displacement damage). Parts are selected to survive at least 20krads.
Only SET analysis is not yet performed and will be done for the CDR step.
REQ-RPW-LFR-4206 In particular, all the parts in interface with external subsystems have been selected to be compliant with the highest quality level (QML V, Class K for hybrids or upscreening if COTS to the sufficient level).
REQ-RPW-LFR-4207 Some parts have been identified for the LFR board to be tested to radiation levels. This will be taken into account by ALTER (CPPA). The parts identified to be tested are: LT1352IS8, MSK parts, RH1009 part.
[bookmark: _Toc370279779]Mechanical Specification
[bookmark: _Toc370279780]Structural Design
REQ-RPW-LFR-4300 the LFR board will be compliant with the PCB interface documents provided by LESIA [RD4]. 
REQ-RPW-LFR-4301 the board size is 238 mm x 158 mm.
 (
SCM HEATER AREA
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REQ-RPW-LFR-4202 considering the experience gained during the EM board investigations, thickness including all parts will be sufficiently small to fit in a slot of 22.5 mm, with a free space above 15 mm and above 4 mm below the board.
REQ-RPW-LFR-4304 the LFR PCB is mounted in the mechanical frame with 28 M2.5x6 screws as presented in the mechanical ICD [RD4]. 4 screws are located in the SCH Heater reserved area and 5 screws are at the interface between the SCH Heater area and the LFR board.
REQ-RPW-LFR-4305 there are interface bolts clearances on the LFR board.
REQ-RPW-LFR-4306 the PCB attachment points allow the accessibility to fasten the bolts with a standard screw driver.
REQ-RPW-LFR-4307 the flatness, roughness, planarity and effective contact area of items contributing to thermal exchanges will be controlledcontrolled; this is part of the verification process for the PCBs procured following ESA standards.
REQ-RPW-LFR-4308 the mechanical and thermal mounting areas are free of paint. An additional area in copper is added under the FPGA to ease thermal dissipation of this power consuming device.
REQ-RPW-LFR-4303 The LFR mass budget is 360 g without the mechanical frame (board + connectors only). This is coherent with the EM measurements (380 g, including the connectors, the frame and the populated board). No relevant increase in mass is expected on the FM/QM boards.
[bookmark: _Toc370279781]Mechanical Environment
REQ-RPW-LFR-4309 the sinus vibration hardness of the design will be done at LESIA after integration of the LFR board inside the MEB assembly.
REQ-RPW-LFR-4310 the random vibration hardness of the design will be done at LESIA after integration of the LFR board inside the MEB assembly.
[bookmark: _Toc370279782]Structural Analyses
REQ-RPW-LFR-4311 structural analyses will be performed at LESIA.
REQ-RPW-LFR-4312 the safety factors defined in the structural general requirements of the EID-A shall be used at LESIA for the analyses but this point will not be checked by LPP.
REQ-RPW-LFR-4313 the fundamental resonance frequency of the MEB has not been checked, as the mechanical analyses are performed by the LESIA team. Anyway, the LESIA provides to the LPP the feedback on the part locations on the PCB to make the structural behavior the most efficient.
[bookmark: _Toc370279783]Thermal specification
[bookmark: _Toc370279784]Thermal Design
REQ-RPW-LFR-4400 the heat transfer from the LFR to the MEB chassis is achieved by passive means.
[bookmark: _Toc370279785]Thermal Ranges
REQ-RPW-LFR-4401 no thermal testing has been performed on the LFR EM at the current time. By design, the board should be able to work properly under the thermal ranges specified in the MEB Specification.
[bookmark: _Toc370279786]Thermal Interfaces – Hardware
REQ-RPW-LFR-4302 the LFR team has identified the components dissipation and the data have been sent to LESIA for the thermal analyses [RD6].
REQ-RPW-LFR-4403 the FM hardware has the circuitry to drive 3 temperature probes, with the following rages and resolution:
· LFR board temperature probe: -30°C / +75°C / +/-0.5°C
· LFR FPGA temperature probe: -30°C / +75°C / +/-0.5°C
· SCM sensor temperature probe: -30°C / +105°C / +/-0.5°C
REQ-RPW-LFR-4407 the LFR is ready to sense the SCM temperature on a resolution of maximum 14 bits allowed by the ADC. The rate will be the rate of the emission of the housekeeping packets, i.e. 1 Hz.
[bookmark: _Toc370279787]Mathematical Model
REQ-RPW-LFR-4304 the thermal mathematical model of the LFR board is under the responsibility of the LESIA team.
REQ-RPW-LFR-4305 the LFR design is based on the thermal ranges and the thermal analyses performed by LESIA, the accordance of the thermal analysis and of the temperature predictions is under the responsibility of LESIA. No additional thermal simulation will be performed by LPP.
REQ-RPW-LFR-4306 de-rating temperature analyses have not been performed yet, this analysis will be part of the Part Stress Analysis for the whole LFR board, and will be available for the CDR.
[bookmark: _Toc370279788]Power Interfaces Specification
[bookmark: _Toc370279789]Power Interfaces
[image: E:\MISSIONS\SOLO\DOCS\LFR EM power supply.png]=> [image: E:\MISSIONS\SOLO\DOCS\LFR QM power supply.png]
[bookmark: _Ref367085923]Figure 11 LFR onboard voltages generation evolution, EM to QM
REQ-RPW-LFR-4500 LFR is powered by two analog supplies, +5 V and -5 V and two digital lines, +3.3V and +1.5 V.
REQ-RPW-LFR-4501 LFR regulates its onboard lines at 1.5V, 1.8V and 3.3V using LDO regulators (MSKennedy 5822 and 5810). It also regulates an analog line +2.5V and a digital line #+2.5V using RFHL4913 regulators. The power regulation principle is presented on Figure 11. Filtering will be added on each input voltage line. For this filter stage, LESIA will propose a design that will be implemented by all instruments.
REQ-RPW-LFR-4502 the power consumption has been measured during the LFR EM acceptance tests at LESIA. LFR has been placed in different configurations (STANDBY, NORMAL, and SBM1) to measure the power consumption. The results are detailed in the test report [RD6]. In SBM1 mode, the most demanding mode as there is a continuous transmission of the waveforms at 4096 Hz, the power consumptions were the following:
	Voltage line
	Measured
	Current [mA]
	Power [mW]
	Allocated [mW]

	SUB_1V5
	+2.10V
	125
	262.5
	750

	SUB_3V3
	+3.80V
	143
	543.4
	900

	A_-5V
	-5.00V
	10
	50.0
	200

	A_+5V
	+5.00V
	132
	660.0
	300

	
	
	
	
	

	
	
	TOTAL
	1516 mW
	2150 mW
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Figure 12 the onboard voltage reference is build using a Zener diode
An increase in power consumption is planned with the QM board as the RAM memory and the RTAX4000D FPGA demand more power. The overall consumption should stay within the margins defined in the specification.
[bookmark: _Toc370279790]Interfaces Design
REQ-RPW-LFR-4503 signals distortion, interferences or performances deterioration of other RPW units
REQ-RPW-LFR-4504 short-circuit protection and failure propagation
REQ-RPW-LFR-4505 LFR can survive any intentional or unintentional removal of power without degradation of its nominal performances.
REQ-RPW-LFR-4506 when restarted after an intentional or unintentional removal of power, LFR is placed in the POWER-ON mode, waiting for the DPU to load the flight software.
REQ-RPW-LFR-4507 power on and reset circuitry
REQ-RPW-LFR-4508 LFR operates even with a 10% change of any of its voltage lines [RD7].
REQ-RPW-LFR-4509 the survival of the LFR without failure or degradation to transients of 1ms / 1V on any power outputs of the LVPS/PDU has not been tested on the EM.
REQ-RPW-LFR-4510 general short circuit protection
REQ-RPW-LFR-4511 short circuit protection with respect to the LVPS secondary outputs
REQ-RPW-LFR-4512   the inrush currents have been measured during the acceptance tests at LESIA and are presented in [RD6].
The comparison between an A3PE3000 design and an RTAX design is not easy but the power consumption expected from an RTAX is higher than the one of an A3PE3000.
[bookmark: _Toc370279791]Communication interfaces specification
[bookmark: _Toc370279792]Link Redundancy
REQ-RPW-LFR-4600 LFR implements a fully redundant SpaceWire link. Inside the FPGA, the SpaceWire IP core version 1 provided by Aeroflex/Gaisler is used to drive two independent differential circuitries.
[bookmark: _Toc370279793]Physical Level       
REQ-RPW-LFR-4601 the SpaceWire inner shields of the harnesses, on the transmitter side, are connected to the LFR local ground.
REQ-RPW-LFR-4602 the SpaceWire connector on the LFR is in accordance with the MEB specification (micro-D, 21 points, male).
REQ-RPW-LFR-4603 the pin allocation of the SpaceWire interface connector of the LFR EM is in accordance with the MEB specification.
REQ-RPW-LFR-4604 point to point connections
REQ-RPW-LFR-4605 parallel PCB tracks for differential pair signals
REQ-RPW-LFR-4606 track length of differential pair signals
REQ-RPW-LFR-4607 track length differences between data and strobe signals
[bookmark: _Toc370279794]Signal Level
REQ-RPW-LFR-4608 the SpaceWire links signals are handled by two different Aeroflex parts: UT54LVDS031 (differential line transmitter) and UTLVDS032 (differential line receiver), both powered by the #+3.3V voltage line. These parts are compatible with TIA/EIA-644 LVDS standard.
REQ-RPW-LFR-46010 there are pull-up and pull down resistors which values are the following:
· pull-up: 12 kΩ
· pull-down: 5.6 kΩ
[bookmark: _Toc370279795]Exchange Level
REQ-RPW-LFR-4611 the commands and data packets, science data or HK, use the CCSDS packet transfer protocol as a SpaceWire protocol. The packets are described in the LFR software ICD provided by LESIA [RD3].
REQ-RPW-LFR-4612 the RMAP communication is available on the LFR. It is used to load the flight software in the LFR memory, and to boot it remotely. RMAP can also be used to dump the memory of the LFR if needed. RMAP is used for maintenance operations.
REQ-RPW-LFR-4613 the flight software is remotely deployed from the DPU using RMAP.
REQ-RPW-LFR-4620 the “Autostart” flag is set automatically after power-on, this is a feature of the SpaceWire IP core instantiated in the FPGA.
REQ-RPW-LFR-4621 the SpaceWire IP core version 1, provided by Aeroflex/Gaisler, is instantiated in the LFR FPGA. This core automatically detects the SpaceWire link which is active and disables the other link as soon as one active link is detected.
[bookmark: _Toc370279796]Link Timing
REQ-RPW-LFR-4614 the link speed is 10 MHz.
The GRSPW IP core provided by Aeroflex/Gaisler is used in the LFR to handle the SpaceWire transmission. Inside the core, there are two timers: one for generating the 6.4/12.8 us periods and one for disconnect timing. They run on the system (AMBA) clock and the frequency must be at least 10 MHz to guarantee disconnect timing limits (the frequency of the AMBA bus is 25 MHz on the EM). There are two user accessible registers which are used to the set the number of clock cycles used for the timeout periods. The “usegen” option is set to 1 by default to configure the core, thus, the “sysfreq” VHDL generic is used to generate reset values for the disconnect, 6.4 us and 12.8 us timers. The “sysfreq” parameters shall be set to 25 MHz on the EM board.
REQ-RPW-LFR-4615 as the “usegen” configuration option is selected by default for the core, the disconnect timeout is 850 ns automatically. This can be double-checked looking at the register located at offset 0x18 of the SpaceWire IP core [RD9].
REQ-RPW-LFR-4615 the behavior of the flight software in case of a SpaceWire disconnect error is to stop the acquisition tasks that are running and to try to get the link up. If this is not possible, the software waits for the link.
REQ-RPW-LFR-4616 the mechanism to swap from the nominal to the redundant link is implemented inside the SpaceWire IP core. The LVDS drivers enable pins will be wired to allow the swap by physically switched off the unused link.
REQ-RPW-LFR-4618 as the “usegen” configuration option is selected by default for the core; the exchange period at 6.4 µs is set automatically. This can be double-checked looking at the register located at offset 0x18 of the SpaceWire IP core [RD9].
REQ-RPW-LFR-4619 as the “usegen” configuration option is selected by default for the core; the exchange period at 128 µs is set automatically. This can be double-checked looking at the register located at offset 0x18 of the SpaceWire IP core [RD9].
[bookmark: _Toc370279797]RMAP Buffers
[bookmark: _Toc370279798]System Time Distribution
[bookmark: _Toc370279799]Data Level
[bookmark: _Toc370279800]Interconnections Specification
[bookmark: _Toc370279801]Interfaces Diagram
REQ-RPW-LFR-4700 signals distortion, interferences or performances deterioration of other RPW units
REQ-RPW-LFR-4701 short-circuits protection or failure propagation
REQ-RPW-LFR-4702 LFR is ready to receive 5 analog signals coming from the BIAS Unit.
REQ-RPW-LFR-4703 LFR is ready to receive 3 analog signals coming from the HF Preamps.
REQ-RPW-LFR-4704 LFR is ready to receive 3 analog signals coming from SCM.
REQ-RPW-LFR-4705 a dedicated ADC (RHF1401) and an appropriate switching circuitry are on the board to handle the temperature sensor that will be located on the SCM sensor.
REQ-RPW-LFR-4706 a dedicated DAC (HS565BRH) is on the board, jointly with a switch to enable/disable the calibration function. The calibration function has not been tested yet but the hardware is ready to do so.
[bookmark: _Toc370279802]Input / Output Stages
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Figure 13 LFR the same input analog buffer structure is used on each analog channel
[image: ]
Figure 14 each analog buffer is connected to an ADC
REQ-RPW-LFR-4707 LFR implements differential buffers as presented on the figure above for signal interfaces with the BIAS Unit, the HF Preamps and the SCM.
REQ-RPW-LFR-4708 the expected range with the current design is 6Vpp at the input of the LFR. The range before saturation has been measured on the EM board and is 6.4 Vpp for the saturation of the maximum positive voltage and 5.7 Vpp for the saturation of the maximum negative voltage.
REQ-RPW-LFR-4709 the common mode rejection has been measured better than 40 dB on each analog channel [RD7] of the EM board. The same input buffers structure will be used on the FM board.
REQ-RPW-LFR-4710 by design, the common mode impedance is kΩ.
REQ-RPW-LFR-4711 by design, the differential impedance of each analog input of the LFR is kΩ [RD7].
REQ-RPW-LFR-4712 anti-aliasing filters are implemented at any inputs of the LFR board. In the FPGA, additional filtering is performed on the data streams to achieve a very high attenuation. The anti-aliasing filter structure is integrated in the input differential structure. Two Rauch structures have been used, with a cut-off frequency of 11 kHz and a gain of -7 dB per differential line. This gain is required to fit the input scale with the ADC input range (2.8 Vpp, +1.4 V / -1.4 V, with a VREFP = 1.4 V and VREFM = 0 V [RD10]).
Additional input capacitors for high pass filtering have been added to the V4_BIA and V5_BIA analog inputs. This is described in details in the LFR IDC.
[bookmark: _Toc370279803]Connectors and Pin Allocation
REQ-RPW-LFR-4715 the LFR implements the connectors described in the MEB specification.
REQ-RPW-LFR-4716 the pin allocation of the LFR to BIAS interface is in accordance with the MEB specification.
REQ-RPW-LFR-4717 the pin allocation of the LFR to HF Preamps interface is in accordance with the MEB specification.
REQ-RPW-LFR-4718 the pin allocation of the LFR to SCM interface is in accordance with the MEB specification.
REQ-RPW-LFR-4719 the pin allocation of the LFR to DPU interface is in accordance with the MEB specification.
REQ-RPW-LFR-4720 the pin allocation of the LFR to PDU interface is in accordance with the MEB specification.
REQ-RPW-LFR-4721 the pin allocation of the SCM Heater to SCM interface has not been checked as this function is not implemented on the EM board.
REQ-RPW-LFR-4722 the pin allocation of the SCM Heater to DPU interface has not been checked as this function is not implemented on the EM board.
[bookmark: _Toc370279804]EMC requirements
REQ-RPW-LFR-4800 EMC control plan compliance
[bookmark: _Toc370279805]Grounding
REQ-RPW-LFR-4801 the LFR local ground is isolated from the chassis ground to comply with the Distributed Single Point Grounding concept.
REQ-RPW-LFR-4802 all signals driven by LFR are referenced to the local ground and all receiver inputs are isolated from ground:
· differential analog inputs
· differential LVDS inputs for the SpaceWire
[image: E:\MISSIONS\SOLO\IMAGES\EM1\P1020079.JPG]
Figure 15 The ground strap is located near the FPGA on the EM. This design will be redone to make the strap removable
REQ-RPW-LFR-4805 LFR has a ground strap to connect the local ground to the chassis structure.
REQ-RPW-LFR-4806 all connectors are hermetically sealed; all connectors are micro-D. The connectors are bonded to the chassis.
[bookmark: _Toc370279806]Isolation
REQ-RPW-LFR-4803 when disconnected from the ground, the signal ground of the LFR board is isolated from the chassis ground. No capacitor has been inserted between the local ground and the chassis ground (see the ground strap presented above).
[bookmark: _Toc370279807]Material Selection
REQ-RPW-LFR-4804 All the materials used on the LFR board are provided inside the LFR declared material list. All the materials intended to be used are selected to comply with outgassing requirements. There are no prohibited materials used on the LFR board.
[bookmark: _Toc370279808]LFR Software
All the software requirements called inside the RPW SSS are covered inside the dedicated SW design reports and SW requirement specifications.
[bookmark: _Toc370279809]Roadmap from EM to QM

A lot of hardware validation has been made on the EM:
· All ADCs are flight like parts.
· All voltage regulators (MSK5822, MSK5810, RHFL4913) are flight like parts. The only change will be on the way the regulators are powered as presented above in the power supply section. A change in the in-rush protection structure is planned; the design will be proposed by LESIA and implemented by each team.
· LVDS interfaces are compatible with flight parts.
· The FPGA footprint is already the CQ352 on the EM board, the inputs have been mapped to the BGA package of the A3PE3000 using a dedicated PCB interface.
· DAC compatible but not tested on the EM yet
Things that must be evaluated before the QM manufacturing are the following:
· Flight RAM.
· Switches.
· RTAX4000D FPGA.
In the next following sections, we will present the way we will test the above-mentioned parts before proceeding to the QW design and manufacturing.
[bookmark: _Toc370279810]PreQM boards
Two PreQM boards are planned for the LFR, so as to test features that are requested for the QM/FM. The PreQM will be manufactured using standard PCBs but using partially the QM design and layout.
The ADC emulator will be developed on an additional daughter board that will be connected to the PreQM boards using a board connector.
[bookmark: _Toc370279811]PreQM1 - RAM evaluation
6 RAMs have been ordered. The PreQM1 evaluation board will be used to test the RAM with the Aeroflex/Gaisler memory controller. The flight RAM will not be soldered on the board as we will use a socket to mount it so as to be able to reuse the flight RAM after the test. The RAM will be tested using a daughter board with a reprogrammable FPGA mounted on it. This board is described below. It will also be used to simulate the flight ADCs.

[image: ]
Figure 16 The PreQM1 board will be used to validate the flight RAM controller
[bookmark: _Toc370279812]PreQM2 - RTAX4000D-PROTO evaluation
The PreQM2 evaluation board will be build using an RTAX4000D-PROTO FPGA to test this FPGA.
The RTAX4000D PROTO will be integrated using a socket jointly with the flight RAM, also using a socket and LVDS drivers for the SpaceWire communication (commercial parts equivalent to the flight parts). Test points will be available to check all the DAC control signals. The board will be connected to the ADC emulator board, described below.

[image: ]
Figure 17 The PreQM2 board will be used to validate the VHDL design as implemented in the RTAX4000 PROTO. The LVDS links may be moved to the ADC simulator daughter board.
ADC emulator board
This board will be used to emulate the flight ADCs and other LFR functions. It will be connected to the PreQM boards using a standard connector. It will be limited to the essential following functions: power supply lines, LVDS drivers for SpaceWire, TAG connect footprint for Leon3 debug.
The board will be based on a A3PE3000 FPGA.
[image: ]
Figure 18 The ADC emulators will be used with the PreQM boards to simulate the ADCs and to test the RAM controller
[bookmark: _Toc370279813]Switches evaluation
As DG419 have been rejected for their use as flight parts, LPP will have to test an alternative reference proposed by ALTER. We will design an evaluation board for that purpose with representative analog buffers, external power supply, several analog channels in parallel and DG419 parts to compare with the new reference.
[bookmark: _Toc370279814]Actions identified after EM acceptance
	#
	Action Item Description
	

	AI1
	Add filtering on +5V/-5V (LESIA design)
	x

	AI2
	Confirm filtering structure on 1V5 and 3V3
	x

	AI3
	1V8 and 3V3 Vbias pins shall be connected to SUB_3V3
	x

	AI4
	2V5 LDO shall be connected to SUB_3V3
	x

	AI5
	Connect the inner shield of the SpaceWire driver to the local ground
	x

	AI6
	Connect the shield of the SCM calibration signal to the local ground
	x

	AI7
	Connect to ground all non used connector pins
	x

	AI8
	Clarify the behavior expected upon reception of the TC_LFR_RESET packet and general watchdog/auto-reset strategy
	

	AI9
	Apply a window on the data before the FFT calculation (Sahraoui)
	

	AI10
	The strap connection has to be redesigned to be removable.
	x


[bookmark: _Toc370279815]GSE Description
[bookmark: _Toc370279816]Overview
The LFR GSE system is presented on Figure 17and Figure 18. It consists in one piece of LPP Hardware, other standard devices, and two pieces of software: LPPMON and LFRSGSE.
[image: E:\MISSIONS\SOLO\IMAGES\GSE\GSE overview LPP.png]
[bookmark: _Ref366832799]Figure 19 Use case 1: LFR is tested at LPP, TM are received by LPPMON and sent to LFRSGSE for processing
There are two main configurations in which LFR is tested: 
1. LFR alone: in this case, the set-up is the one of Figure 17 without the LESIA TM Echo Bridge.
2. During the integration at the MEB level with the DPU. In this case LFRSGSE is connected to the LESIA TM Echo Bridge as presented in Figure 18.
[image: E:\MISSIONS\SOLO\IMAGES\GSE\GSE overview MEB.png]
[bookmark: _Ref366839344]Figure 20 Test case 2: LFR is connected to the DPU, data are sent by the Echo Bridge to LFRSGSE
[bookmark: _Toc319415861][bookmark: _Toc370279817]Software: LPPMON
[bookmark: _Toc319415862][bookmark: _Toc370279818]Presentation
The LPP GSE software framework is named LPPMON. It consists in a generic canvas on which plug-ins (i.e. dynamic link libraries) can be instantiated and interconnected via a graphical interface. Each plug-in will have a special task to accomplish. For instance, one plugin manages the communication via an RS232 serial link between the GSE PC and the Aeroflex/GAISLER AHBUART VHDL IP implemented on the board under test. LPPMON has been developed as fully compatible with Linux and Windows.
LPPMON included a Python interpreter, embedded in the application. This allows an easy and fast development of scripts for testing or configuration management.
[bookmark: _Toc319415863][bookmark: _Toc370279819]Plugins
Among LPPMON plugins, there is a distinction between root plugins and child plugins:
· The root plugins only get request of read/write operations from the child plugins, they do not emit requests of these types. They are able to handle a connection with the device under test, for example using SpaceWire hardware or standard serial links.
· Child plugins address requests of read/write operation to any type of plugins (root or child).
 The different plugins that have been written at the current time are presented in the following table.

	Plug-in name
	Description
	Type

	ahbplugin
	AHB bus controller which allows the detection by the GSE pc of any AHB module connected to the bus (child plug-in, can be connected to the previous plug-in).
Works with the Gaisler's AHB plug n play bus.
	Child

	ahbuartplugin
	Allows the communication between the GSE PC and the AHBUART Aeroflex/Gaisler IP instantiated on the board under test through an RS232 link (root plug-in).
This is the Gaisler's AHBUART driver; it gives the master access to AHB bus.
	Root

	rmapplugin
	Allows the communication between the GSE PC and Spacewire network via the GRESB bridge (Aeroflex/GAISLER).
	Root

	genericrwplugin
	Memory editor, allows to read/write anywhere in the memory when connected any root plugin (ahbuartplugin.dll for instance).
The embedded hexadecimal editor allows to edit the memory interactively.
Works with the Gaisler's AHB plug n play bus.
	Child

	memctrlplugin
	This memory controller driver works with the ESA's LEON2 memory controller. It allows running memory checks by running read/write commands with random data in a memory area.
	Child

	apbplugin
	APB bus controller which allows the detection by the GSE pc of any APB module connected to the bus (child plug-in, can be connected to the previous plug-in).
Works with the Gaisler's APB plug n play bus.
	Child


[bookmark: _Toc370279820]Use case 1: Test of a memory area via RS232
In this example, the memctrlplugin, which is a plugin dedicated to the test of a memory connected to the ESA memory controller included in the Aeroflex/GAISLER library, is connected to the ahbuart plugin. A serial link connects the GSE PC to the board under test. This use-case has been used to test the Development Board of the LFR.
[image: C:\Users\leroy\Desktop\DESIGN REPORT\lppmon_plugins.png]
[bookmark: _Toc370279821]Use case 2: Memory edition via a SpaceWire link and RMAP
In this example, the memory editor genericrwplugin (graphical hexadecimal editor) accesses the memory onboard the LFR board via the rmapplugin and the SpaceWire protocol (using the GRESB bridge). In the meantime, the ahbplugin will be able to monitor AHB modules instantiated in the LFR board under test.
[bookmark: _Toc370279822]Software: LFRSGSE
The LFRSGSE piece of software can be used either with LPPMON to process TM sent by LFR, either connected to the LESIA TM Echo Bridge. The main features are:
· TC statistics
· HK display
· WaveForm display
[bookmark: _Toc370279823]LPP Hardware
[image: E:\MISSIONS\SOLO\IMAGES\GSE\beaglesynth.png]
Figure 21 Overview of the LFR GSE
The LFR GSE is designed to allow the communication between a PC and the LFR GSE. It is a highly reconfigurable device, based on several specific devices: one FPGA, one microcontroller and one BeagleBone credit-card-size Linux computer. Each one of these devices is described in the following sections.


[image: E:\MISSIONS\SOLO\IMAGES\GSE\P1020335.JPG]
[bookmark: _Ref366757470]Figure 22 the LFR GSE consists in one box 10 cm x 12 cm x 3 cm
[bookmark: _Toc370279824]BeagleBone computer
The BeagleBone computer is responsible for:
· the communication with the GSE PC through an Ethernet link
· the communication with the micontroller responsible for the power supply lines generation and monitoring
· the communication with the FPGA
[image: E:\MISSIONS\SOLO\IMAGES\GSE\P1020273.JPG]
Figure 23 The BeagleBone computer is plugged on the mother board. It is able to communicate with the gse PC and with the FPGA
The board runs Linux.
[bookmark: _Toc370279825]The microcontroller (STM32M407)
The micontroller is responsible for:
· the power voltage lines regulation (+5, -5, #+3.3V, #+1.5V)
· the monitoring of the voltage lines and of the current consumption
· the display of monitoring data on the touch screen located on top of the GSE
The micontroller is configured via a serial link connected to the BeagleBone.
[image: E:\MISSIONS\SOLO\IMAGES\GSE\P1020333.JPG]
Figure 24 The screen of the GSE displays monitoring information: power lines, power consumption and current consumption
[bookmark: _Toc370279826]FPGA (Xilinx Spartan6)
The FPGA is responsible for:
· driving the 8 analog output channels
· the LVDS drivers for the SpaceWire connection
· driving one analog input channel
The FPGA is mapped on the memory controller of the BeagleBone board.
[bookmark: _Toc370279827]Other Hardware
Two SpaceWire bricks are handled by LPPMON, the Star Dundee SpaceWire-USB Brick and the Aeroflex/Gaisler SpaceWire-Ethernet Bridge. The main advantage of the Star Dundee brick is that it implements the SpaceWire timecode generation. This is not the case with the Aeroflex/Gaisler system.
[bookmark: _Toc370279828]Star Dundee SpaceWire-USB Brick
[image: The SpaceWire Brick]
Figure 25 The SpaceWire-USB brick is used to communicate with the FLR
The SpaceWire Brick allows the user to easily connect their PC to a SpaceWire device or network. It connects to the PC through a USB port, and has two SpaceWire ports on the opposite side.
[bookmark: _Toc319415860][bookmark: _Toc370279829]GRESB SpaceWire/Ethernet Bridge (Aeroflex/GAISLER)
[image: http://gaisler.com/images/gresb-sys.gif]
Figure 26 GRESB SPACEWIRE ETHERNET BRIDGE (DOC. AEROFLEX/GAISLER)
The Aeroflex/GAISLER Ethernet bridge (GRESB) will be used for the development of the SpaceWire interface of the LFR. The GSE PC communicates with the GRESB bridge via an Ethernet link and TCP/IP sockets. LPP is developing software using the Qt Software Development Kit.
A plugin for LPPMON (see next section for details) will be written to handle the GRESB via the LPP GSE software framework.
[bookmark: _Toc370279830]LPPMON
LPPMON is a test framework on which root plugins and child plugins can be deployed for testing a remote target. Root plugins are responsible for the management of the communication between the GSE PC and the device under test. On the following figure, one can see an example in which several children are instantiated on one RMAPPlugin (RMAPPlugin0). Available plugins are presented when the user launches LPPMON. Drag and drop is used for the instantiations. A short description of each plugin is written at the bottom of the window.
 (
Short description 
of
 the selected p
lugin
) (
Available
 plugins
) (
Current configuration of the plugins
)[image: \\pc-instru\leroy\LFR-FSW\pictures\lppmon instantiation.png]
[bookmark: _Toc370279831]The python console
One very important feature of LPPMON is its embedded Python console which can be used to launch test scripts easily by dragging and dropping python scripts directly from the file manager. Any action that can be performed “by hand” in LPPMON (plugins instantiation, specific actions performed by plugins as memory edition or testing) can be executed using a Python directive. This allows the building of automatic test cases.
 (
Drag and drop python scripts f
rom the file manager
) (
Python console
)[image: \\pc-instru\leroy\LFR-FSW\pictures\python drag and drop.png]
[bookmark: _Toc370279832]Root plugin: RMAPPlugin
The plugin RMAPPlugin is a root plugin as it is responsible for the management of the communication between the target and the GSE PC. In the current case, the link can be established using two different pieces of hardware:
· the Star Dundee SapceWire-USB brick
· the Aeroflex Gaisler GRESB SpaceWire/Ethernet Bridge
[bookmark: _Toc370279833]Tab “connection”
The tab “connection” allows the selection and the configuration of the SpaceWire hardware used for the communication.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lppmon rmaplugin bridge selection.png]
[bookmark: _Toc370279834]Tab “TM statistics”
Each time a TM packet is received via the SpaceWire hardware, the TM statisctics tab is updated. It is possible to select “Record packets” to store each incoming packet and “Log packets” to log the date of arrival of each TM packets jointly with its type.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lppmon rmaplugin tm statistics.png]
[bookmark: _Toc370279835]Tab “dashboard”
The tab “dashboard” allows sending TC to the LFR in order to work on the system in an interactive manner.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lppmon rmaplugin dashboard.png]
[bookmark: _Toc370279836]Tab “TM Echo Bridge”
The tab “TM Echo Bridge” opens a TCP port dedicated to TM packets transmission. The systems acts as the LESIA GSE will. It sends the TM packets to any other system connected to its port, especially the lfrsge software.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lppmon rmaplugin tm echo bridge.png]
[bookmark: _Toc370279837]Root plugin: AHBUART plugin
The root plugin ‘AHBUART plugin” is able to drive the connection to a remote target using the serial port. This target shall contain the Gaisler AHBUART IP core.
[image: \\pc-instru\leroy\LFR-FSW\pictures\AHBUARTplugin - AHB UART.png]
[bookmark: _Toc370279838]Child plugin: AMBA_PLUGIN
The child AMBA_PLUGIN is able to enumerate AMBA AHB APB busses and to report information on the IPs that are instantiated in the device under test.
[image: \\pc-instru\leroy\LFR-FSW\pictures\AMBA_PLUGIN - AMBA Driver.png]
[bookmark: _Toc370279839]Child plugin: GenericRWplugin
This plugin allows the edition of any location in the memory of the device under test, either reading or writing. The star address of the edition is entered in a text box at the upper right hand corner, the number of bytes can be choosen freely, below 16 kB.
[image: \\pc-instru\leroy\LFR-FSW\pictures\GenericRWplugin - Memory editor.png]
[bookmark: _Toc370279840]Child plugin: dsu3plugin
This plugins allows the loading of the flight software in the target. It is also possible to launch the software remotely.
[image: \\pc-instru\leroy\LFR-FSW\pictures\dsu3plugin DSU3 Driver.png]
[bookmark: _Toc370279841]Child: MemControler
The memory controller is able to test the onboard memory. It writes random values at specified locations in memory. The location is entered by giving a starting address and a size in bytes to test.
[image: \\pc-instru\leroy\LFR-FSW\pictures\MemControler - Memory Check.png]
[bookmark: _Toc370279842]LFRSGSE
The lfrsgse software has been developed to be compatible with the GSE architecture proposed by the LESIA team. The lfrsge can be connected either to the LESIA TM Echo Bridge either to the LPPMON TM Echo Bridge. The software is able to handle incoming TM packet, it performs statistics, analyze the HK packets content, display waveforms, stores waveforms built from incoming TM packets.
[bookmark: _Toc370279843]Tab “Connection”
[image: \\pc-instru\leroy\LFR-FSW\pictures\lfrsgse.png]
[bookmark: _Toc370279844]Tab “TM Statistics”
Statistics of the incoming TM are performed by lfrsgse and presented in the dedicated tab.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lfrsge tm statistics.png]
[bookmark: _Toc370279845]Tab “HK”
HK packets are analyzed by lfrsgse and the resulting fields are presented in the tab.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lfrsge hk.png]
[bookmark: _Toc370279846]Tab “WFRM NORM”
The WFRM tabs are dedicated to waveforms display. Waveforms can be stored for further study or to keep records of tests.
[image: \\pc-instru\leroy\LFR-FSW\pictures\lfrsgse waveform display.png]
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image30.png
(S

File Plugins Tools Help
LPPMON Toolbar

Plugin Manager ®

Loaded plugins

= & RMAPPLuginO
GenericRWplugin0
MemControler0
AMBA_PLUGINO
dsu3plugind

(&) (e8]
AMBA_PLUGIN
GenericRWplugin

RMAPPLugin

AHBUARTpLugin

dsu3plugin

MemControler

Plugins:

/opt/LPPMON _PLUGINS _P l
AUL/rmapplugin/bin/librmap
plugin.so

Plugin name RMAPPLugin ‘ .





image31.png
Wed07:48 O 16°C

File Help

LPPMON Toolbar (o——
connection | console | TM statistics | dashboard | TM Echo Bridge
Plugin Manager B &

Plugins  Tools

Loaded plugins Bridge selection
RMAPPLugin0 GRESB ) Star Dundee |
5Vs-0003
General parameters
s v
Enable Logs " < G} opt VALIDATION Ifrverif LFR_SVS S Q -3
RMAP Source Logical Address: |1 2 Hlaces
o O Recent Lo Le
RMAP Target Logical Address: | 254 . _initpy Loop_tm_lfr_tc_exe.
A Home
Py
[ Documents
data checked before write < Downloads
limited to 4 bytes
sl(ells NOT IMPLEMENTED bt
@ Pictures
AMBA_PLUGIN reply to the write command required
GenericRWplugin Last reply status: unavailable H videos
RMAPPLugin @ Trash
AHBUARTpLugin o
dsu3plugin
MemControler 0s
§ SYSTEM
) DISK_1
2 Computer
g P
S Bookmarks
z
Il [ opt
5 [ PYTHON
o
Plugns 0 g i [ Leroy on pc-instr.
Jopt/LPPMON_P | Network
LUGINS_PAUL/r >
o @2 Browse Network
mapplugin/bin/li
brmapplugin.so [ leroy on pc-i... &
D Connect to Server
Plugin RMAPP
name _ Lugin
Root _|Yes
chitd_No
D foxo

i





image32.png
tppmon

File Plugins Tools Help

LPPMON Toolbar
connection | console ‘ TM statistics | dashboard | TM Echo Bridge
Plugin Manager B &

Loaded plugins Bridge selection
RMAPPLugin0 ) GRESB ) Star Dundee

General parameters

) Enable Logs [ Choose file

RMAP Source Logical Address:

RMAP Target Logical Address: | 254

Open selected bridge | | Close selected bridge
sl/(e/ls data checked before write
L) _
AVBAPLUGIN Limited to 4 bytes

GenericRWplugin NOT IMPLEMENTED

-~ reply to the write command required
AHBUARTpLugin last reply status: unavailable
dsu3plugin
MemControler

Plugins:
/opt/LPPMON _P
LUGINS_PAUL/r
mapplugin/bin/li
brmapplugin.so

RMAP and SPW Communication

o
2
v

Plugin |RMAPP
name | lugin

Root_Yes .





image33.png
tppmon

File Plugins Tools Help

LPPMON Toolbar
connection ‘ console | TM statistics | dashboard | TM Echo Bridge
Plugin Manager @ &

Loaded plugins TM_LFRTC_EXE_ TM_LFR_SCIENCE_SBM1_  TM_LFR_SCIENCE_SBM2_
RMAPPLugin0 SUCCESS - CWFFL- CWF_F2 -
INCONSISTENT - BPLFO - BP1FO -
NOT_EXECUTABLE - BP2FO - BP2.FO -
NOT_IMPLEMENTED - BP1F1 -
ERROR - BP2.F1 -
CORRUPTED -
TM_LFR_HK -
TM_LFR_PARAMETER_DUMP -
=il
Elle/s TM_LFR_SCIENCE_NORMAL TM_LFR_SCIENCE_BURST_  Packet recording
AMBA_PLUGIN SWF_FO - BPLFO - CWF_F2 - ) Record packets
GenericRWplugin
e £l SWF_F1 - BP1_F1 - BP1_FO - 0 Log packets
SWFF2-  BPLF2- BP2.FO - 0
AHBUARTpLugin Trem AT
CWF_F3 - BP2.FO - BP1F1 -
dsu3plugin
MemControler ASM_FO - BP2_F1 - BP2_F1 - /home/paul/2013-10-22
ASMFL - BP2.F2-
ASMF2 -
2 | Last M rocaiva
< PID CAT  Type Subtype SID Length
£
Plugins g E ) : ) : : :
JoptiLPPMONP | 3 Coarse time: - Fine time: -
LUGINS_PAUL/r & UNKNOWN -
mapplugin/bin/Li B
brmapplugin.so o reset stat
=
&
Plugin RMAPP py >
name _ Lugin
Root ves |





image34.png
File
LPPMON Toolbar

Plugins  Tools
Plugin Manager @ &
Loaded plugins

RMAPPLugin0

AMBA_PLUGIN

GenericRWplugin
RMAPPL
AHBUARTpLugin
dsu3plugin

in

MemControler

Plugins:
/opt/LPPMON _P
LUGINS_PAUL/r
mapplugin/bin/li
brmapplugin.so

RMAP and SPW Communication

Help

tppmon

connection ‘ console ‘ TM statistics | dashboard | TM Echo Bridge ‘

COMMON_PAR NORMAL_PAR ENTER_MODE
| Loap_comm | [ LOAD_NORM | | sTanpsy |
sy_lfr_bw |1 sylfrn_swi_l 2048 |7 [ NormaL |
sy_lfr_spo [0 sylfr_n_swip [300 |5 | BURST |
sy_tfr_spl 0 sy_lfr_n_asm_p 3600 |, | osen |
syttrro [0 syltr_nbp_po [€ | [ sem2 |
syl [0 |0 sylfrnbp_pl 20 |, UPDATETIME

| uppatE_TIME |

BURST_PAR SBM1_PAR

| roapursT || LOAD_SBML | Arbitrary Time: Ox
T T = |80000000 |

syUfrbobpp0 (1 |3 sy_lfr_s1-bp_p0 [0.25 |0

syfrbobppl [5 |3 sylfrslbppl 1 o)

v p-p o v p-p J orHerTe

SEMZIPAR [ RESET |
( LOAD_SBM2 J | uppaTELINFO |
sylfr-s2.bp_p0 |1 |2 [ BLKESRAR [ EenmsEca |
sylfr-s2.bppl |5 |7 | DisasLE_caL |

Plugin |RMAPP
name | lugin

Root_Yes .

Py >





image35.png
File Plugins Tools
LPPMON Toolbar
Plugin Manager @ &

Loaded plugins
RMAPPLugin0

AMBA_PLUGIN
GenericRWplugin

AHBUARTpLugin
dsu3plugin
MemControler

Plugins:
/opt/LPPMON _P
LUGINS_PAUL/r
mapplugin/bin/li
brmapplugin.so

RMAP and SPW Communication

Ippmon
Help

connection | console | TM statistics | dashboard

TM Echo Bridge

Port of the TM Echo Bridge
TM Server Port: | 59002 _j

Open Port J

( Test Port J

| sendatestpacket |

Number of TM packets sent: -
Number of TM bytes sent: -
Number of T™ packets dropped: -

Reset TM Statistics

Clear console

Plugin RMAPP
name lugin

Root |Yes

o
2
v





image36.png
-
&
Ed
5
o
I
Ed

Port Name

Port Speed

" Enable Logs

Open Port

Choose file

SCAN

=}




image37.png
2
=}
<
o
b
Ed

Device Name

BARO

BARL

BAR2

BAR3

Vendor ID

Product ID

Device Name

BARO

Vendor ID

Product ID

| scanaHB |

| scanapB |




image38.png
Memory editor

[EEECEEEFBO0000500 a4 11 00 04 00 a0 00 00 00 00 00 f= 00 00 04 04
[EEECEFEEBO000510 0D 00 00 02 00 DO 00 0D 00 01 20 a0 0O 00 00 0O
EEECEEEFBO0000520 00 00 00 10 00 69 04 24 10 00 04 00 84 62 48 00
[EEECEEEEBO000530 00 00 00 10 00 69 04 24 10 00 03 00 84 62 48 00

mFFFFFFFFaoooosoo_j

CR
[ Read Mem |

Write Mem J

g
5
L]





image39.png
DSU3 Driver

Flash Target

Open File

Run

Architecture;

Type
Version:
Type Offset Vaddr Paddr File Size  Mem Size Flags
Name Type





image40.png
Memory Check

ROM

oxo @ o |8 v [startTest

Test result: Start test

SRAM

0x40000000 @ [so |8 v [startTest

Test result: Start test





image41.png
Ifrsgse

Connection | TM Statistics | HK | DUMP | WFRM NORM | ASM 0 | WFRM BURST | WFRM SBM1 | WFRM SBM2 |

2

TM Echo Server
TM Echo Server address

127 | o o 1
TM Echo Server Port

59002 <

| OpenEcho Server

Received Packets: -
Received Bytes: -

( Reset statistics

( Clear console

Ports for the TM and TC Servers

TM Server Port: |59000 |2

<

Network interfaces:
127.0.0.1

1

129.104.27.164
FE80::D685:64FF:FEOC:9977%eml

Send TM to the foreign GSE tester

| send TC Acknowledgement |

] [

TC Server Port: ‘59001 ‘

Open TC / TM Ports

( send TC rejection J

| TestTc/TMPorts

( send GSE HK J





image42.png
Ifrsgse

Connection | TM Statistics | HK | DUMP | WFRM NORM | ASM fO | WFRM BURST | WFRM SBM1 | WFRM SBM2 |

TMLFR_TC EXE_ TM_LFRSCIENCE_SBM1_  TM_LFR_SCIENCE_SBM2_
SUCCESS - CWFFL- CWF_F2 -
INCONSISTENT - BPLFO - BP1_FO -
NOT_EXECUTABLE - BP2.FO - BP2_FO -
NOT_IMPLEMENTED - BP1F1 -

ERROR - BP2_F1 -
CORRUPTED -
TM_LFR_HK -
TM_LFR_PARAMETER_DUMP -

TM_LFR_SCIENCE_NORMAL_ TM_LFRSCIENCE_BURST  Packet recording
SWF_FO - BPL_FO - CWF_F2 - ) Record packets
SWF_F1-  BPLFI- BP1_FO - 0 Log packets
SWF_F2 -  BPLF2- BP2_FO -

CWF_F3 - BP2.FO - BP1F1 - ‘ choose dr |
ASM_FO - BP2.F1- BP2F1 - Ihome/paul/2013_10_22
ASM_F1 - BP2.F2-

ASM_F2 -

Last TM recelved
PID CAT  Type Subtype SID  Length
Coarse time: - Fine time: -

UNKNOWN -
[ reset stat





image43.png
Ifrsgse

Connection | TM Statistics | HK | DUMP | WFRM NORM | ASM fO | WFRM BURST | WFRM SBM1 | WFRM SBM2 |

LFR Status Word
H_tfr_mode: -
Hk_Ufr_dpu_spw_enabled: -
P _Ufr_dpu_link_state: -
sy_ifr_watchdog_enabled:
Hk_ifr_calib_enabled: -

h_fr_reset_cause: -

TC statistics
Hk_Ufr_update.info_tc_crt: -
Hk_Ufr_update. time.tc_cnt: -
hk_dpu_exe_te_lfr_crt: -

Pk _dpu_rej_tc_Lfr_cnt: -
U _tast_exe.tc_id: -

P _Ufr_tast_exe.tc_type: -
H_Ufr_tast_exe.tc_subtype: -
P _tast _exe.tc_time: -
P _tast_rejte.id: -

P _tast_rejte_type: -
H_Ufr_tast_rej te_subtype: -
P _tast_rej tc_time: -

LFR Software Version
sy_tfr_sw_version_n1: -
sy_tfr_sw_version_n2: -
sy_tfr_sw_version_n3: -

Sy-fr_sw_version_nd: -

SpaceWire IF Statistics
H_Ufr_dpu_spw_pkt_rcv_cnt: -
Pk _Ufr_dpu_spw_pkt _sert_crt: -
H_Ufr_dpu_spw_tick_out _crt: -

P _dpu_spw._ast _timc: -

Anomaly Statistics
P _te_crt: -
P _tfr_me_crt: -
H_UFr_he_cnt: -
U _tast_er_rid: -
Hk_Ufr_tast _er_code: -

P _last_er_time: -

SpaceWire Error Counters
T _dpu_spw_parity: -
Hr_dpu_spw_disconnect; -
T _dpu_spw_escape: -
T _dpu_spw_credit -
Hr_dpu_spw_write_sync: -
AT _dpu_spw_rx_ahb: -
AT _dpu_spv_tx_ahb: -
Hfr_dpu_spw_header_crc: -
Hfr_dpu_spw_datacrc: -
i fr_dpu_spwiearlyeop: -
Hfr_dpu_spwivalid_addr: -
T _dpu_spv_eep: -
HfT_dpu_spw_rx_too._big: -





image44.png
Ifrsgse
re—
Connection | TM Statistics | HK | DUMP | WFRM NORM | ASM fO | WFRM BURST | WFRM SBM1 | WFRM SBM2

=
0 (24576 Hz) | f1 (4096 Hz | 2 (256 Hz) | 3 (16 Hz)

®
v v el e2
© el
® ez 4.2:10° 4.2:10° 4.2:10°
e
® bl 3.6:107 3.6:107 3.6:107
® b2 310° 310° 3100
® b3 24-10° 24-10° 24-10°
lect all 1.810° 1.810° 1.810°
select a
[ 1.210° 1.210° 1.210°
- 6108 6108 6108
REC
choose dir o 300 600 900 1200 1500 1800 o 300 600 900 1200 1500 1800 o 300 600 900 1200 1500 1800
b1 4.8 4.8
4.2:10°
4 4
3.6:107
3107 3.2 3.2
24-10° 24 24
1.810°
16 16
1.210°
6108 08 08
o o
o 300 600 900 1200 1500 1800 o 0.8 16 24 3.2 4 4.8 o 0.8 16 24 3.2 4 4.8




image1.png
DPU SpaceWire Link 1 DPUY|
e :
.
DPU SpaceWire Link2 DPU2|
— | o) e
42
— e g
v s —
el Ry
VHFZ3 8 = RAM 1M x32 bits:
s | o |
— Hl— e
my
— - Qe
-
SCM_CAL DAG] S8
o
[ REF 14V

LvPS




image2.jpeg




